Final Project: Q-Learning

As a final project, I implementing reinforcement learning as an extension to PA3. More specifically, I am implementing Q-Learning, which can be used to find an optimal action-selection policy for any given Markov decision process. It uses an action-value function which gives the expected utility of taking a given action in a given state and following the optimal policy as a result. In this case, the probabilistic models used to solve the Markov Decision Process problem are not known and have not been learned.

# Implementation

To implement Q-Learning, I started with the straightforward approach and assumed that the robot only moved in the correct direction. I assumed this because the robot can only move in a single direction. If it moves in a different direction than specified, then it would give a wrong Q-value for that particular action of a single state. For each direction that the robot could head in, it would calculate the maximum Q-value of heading into that particular direction. This was calculated using the formula ![](data:image/png;base64,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)

Afterward, I multiplied that with alpha and added it with (1-)\*. This gives the correct Q-value for heading in that direction. I would then replace the current Q-value with the one I just calculated and move the robot in the direction it stated it was going in.

After implementing this functionality, I also added the rest of the movements (Backward, Right, Left) with their respective probabilities in a separate q-learning file so that I could account for those moves if the robot decided to move in that direction. In this scenario, I am assuming that the robot has a scanner and can scan neighboring nodes after deciding on a move.

# Observations and Analysis

## Wall Rewards

Having 0 Reward for bumping into the walls can lead to an extremely slow convergence because if our exploration rate isn’t set too high, we will always prefer bumping into the wall over a negative-rewarded step. The solution to this would be to either give a negative reward to bumping into walls, or give a high exploration rate. However, the latter means that you are leaving it up to chance for which direction you want the robot to go in. In that case, it will be more likely for the robot to disregard the policy you’ve calculated.

By giving a negative reward for hitting walls, we also come to the possibility that the convergence will not look like what value iteration looks like if walls have a 0 reward. We can see this because the output of PA3 uses 0 wall reward and the optimal policy uses this to an advantage by telling the robot that walls are helpful. If we did this in Q-Learning, we would be ‘head-butting’ the wall continuously because our policy says that this is the correct way to go. There is also a chance we’ll explore other nodes, but that needs to have a higher probability.

## Robot Uncertainty

By adding uncertainty to the robot in which we give the probabilities of it going in other directions than the one specified, the outcome looks more similar to that of what we did in PA3 for value iteration. However, by giving a negative wall reward, it will definitely not be the exact same output.

## Comparison to Value Iteration and Policy Iteration

Q-Learning is a great way to represent reinforcement learning because we walk a robot through an unknown map, and as it gathers data, it can slowly start charting out the optimal policy. However, compared to value iteration and policy iteration, Q-Learning converges at a much slower rate. This is obvious since we do not have as many resources available to us as in value iteration and policy iteration.

# Links

## Repository

https://github.com/chewmeister/CSE190-QLearning

## YouTube video link

https://www.youtube.com/watch?v=sYG9vSTtcRA

# Conclusion

As a conclusion, Q-Learning is a great way to represent reinforcement learning because we walk a robot through an unknown map, and as it gathers data, it can slowly start charting out the optimal policy. However, compared to value iteration and policy iteration, Q-Learning converges at a much slower rate. This is obvious since we do not have as many resources available to us as in value iteration and policy iteration.